Image compression with *K-*means Clustering and Principal Component Analysis

Introduction

The *K-*means algorithm is a method to automatically cluster similar data examples together. *K-*means is an iterative procedure that starts by guessing the initial centroids, and then refines this guess by repeatedly assigning examples to their closest centroids and then recomputing the centroids based on the assignments.

Principal Component Analysis (PCA) performs dimensionality reduction by finding a direction (a vector) onto which to project the data so as to minimize the projection error.

Dataset:

Dataset is based on a cropped version of the labeled faces in the wild dataset.

1. *K-*means Clustering

Goal: implement the *K-*means algorithm and use it for image compression. Starting with an 2D dataset and use the *K-*means algorithm for image compression by reducing the number of colors that occur in an image to only those that are most common in that image.

* 1. Implementing *K-*means

For a training set![](data:image/png;base64,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) ![](data:image/png;base64,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), group the data into a few cohesive clusters.

The *K-*means algorithm is as follows:

% Initialize centroids

centroids = kMeansInitCentroids(X, K);

for iter = 1:iterations

% Cluster assignment step: Assign each data point to the closest centroid. idx(i) corresponds to cˆ(i),

%the index of the centroid assigned to example i

idx = findClosestCentroids(X, centroids);

% Move centroid step: Compute means based on centroid assignments

centroids = computeMeans(X, idx, K);

end

The inner-loop of the algorithm repeatedly carries out two steps:

(i) Assigning each training example *x(i)* to its closest centroid, and

(ii) Recomputing the mean of each centroid using the points assigned to it.

The *K-*means algorithm will always converge to some final set of means for the centroids. But the converged solution may not always be ideal and depends on the initial setting of the centroids. Therefore, *K-*means algorithm is run a few times with different random initializations. And to choose between these different solutions from different random initializations is to choose the one with the lowest cost function value (distortion).

1.1.1 Finding closest centroids

In the “cluster assignment” phase of the *K-*means algorithm, the algorithm assigns every training example *x(i)* to its closest centroid, given the current positions of centroids.

Specifically, for every example i :

![](data:image/png;base64,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)

where *c(i)* is the index of the centroid that is closest to *x(i)*, and ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB4AAAAcCAIAAAD5mpj+AAAAAXNSR0IArs4c6QAAAwNJREFUSEtj/P//PwNtABNtjAWZOoyM/v/n+e56J9usLY9R4wGXOPZAxRogv58dWtG3/8N/9OD69WjPImzixBv9//WlA6e+8Jg56IkyIuv6/+basQtYxHGkBGyu/v7o4pEHDHoGGhKsKCa/v3HkABZxXGkM0+j/v26f2XaFQcfLRJUN2dH/v986tfUGpjjO1Itp9O8XNy5cYlCw0ZfjRNH19fapo1ewiCMr+nJrcYYab8S8Wz+wpWucAf36xokbDJgRgGL978/vPwl42+mJgkMSmNFRwNdjLTo8DFaTLvz8hyz+7+XmDEEGTHF07Uh8tADBHdD3Lh95L2gVbqsJioCv11ZvuPiNQOGDZjQkoHmlJAU5sAS0tJ4S2Ku/bu89/FuQEx7JP1+fXVafWVhbFmEVMen46z9QrSg++vdkc4YOA4Ok29zrfxES/37dXZGoysPAEDr35vf////9urmkauU9WHj9+XxlYWH9jme///1/tjaOQdBm+uU/YL2oroakaIbnxzYeuv4D4t+/X+7tmLFVMK83UxXimP+vDy9/aucgC3Xz75ur2u+4ZzlLsjD+ff/qHgOPMDcHxFBGpPL6/6+LUxwN6hm65rVKXN9w7IOosgjDpx98ZoExHtqCzJ+urZ4y6+w/UUYmhdicKG1+qNF/nl+6xqClJ8nC8PP+4mSluC/Try7L0OJCSyE/7i6K4WGwqT30Bk+845Z6sSNfn0G2/tAXaFAhBQi0iFDTluclp374euvououCQZba3FD/IBn9+e4pUooINOv/Pry6/7GsnbEyMPVDANzo/7/uX9xLShGBavTPR2ePHGEw8jCWgidJuNG/nlw6ha3oIDJsPtw6e4VB1kBbHlHwwIwmsSxGtxAjoJFTyI9nh5bO3HL9M0rJgTel/H55YeeuM89+ADPR1+NtOgw6GZufIOvGKJ6ITXd/Px5q0GDgMZx44ffnM5P8lFUTV9z9heIu5CxDZLBCM+Wf5/u6MlouqJtynrknEVNcEGcBzJDIRpBtNGF30LCJAwBAhZiFQLdpmgAAAABJRU5ErkJggg==) is the position (value) of the *j*th centroid.

1.1.2 Computing centroid means

Given assignments of every point to a centroid, the second phase of the algorithm recomputes, for each centroid, the mean of the points that were assigned to it. Specifically, for every centroid k:
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where Ck is the set of examples that are assigned to centroid k.

Possible improvement: use a vectorized implementation that does not use loop so the code may run faster.

1.2 *K-*means on example dataset

Initial trial run the *K-*means algorithm on a toy 2D dataset

1.3 Random initialization

A good strategy for initializing the centroids is to select random examples from the training set.

Improvement:

% Initialize the centroids to be random examples

% Randomly reorder the indices of examples

randidx = randperm(size(X, 1));

% Take the first K examples as centroids

centroids = X(randidx(1:K), :);

Randomly permute the indices of the examples. Then, select the first K examples based on the random permutation of the indices.

1.4 Image compression with *K-*means

|  |  |
| --- | --- |
| Apply *K-*means to image compression.  A 24-bit color representation of an image, each pixel is represented as three 8-bit unsigned integers (ranging from 0 to 255) that specify the red, green and blue intensity values. For image contains thousands of colors, goal to reduce the number of colors.  Using the *K-*means algorithm to select K colors, K = 16, that will be used to represent the compressed image. | D:\SJCE\MTechCE\II Semester\Main Seminar\mlclass-ex7-005\mlclass-ex7\bird_small.png  Figure 1: 128x128 image [1]. |

Treat every pixel in the original image as a data example and use the *K-*means algorithm to find the 16 colors that best group (cluster) the pixels in the 3-dimensional RGB space. Use the cluster centroids in the image by replacing the pixels in the original image.

1.4.1 *K-*means on pixels

Load the image, and then reshapes it to create an *m* x 3 matrix of pixel colors (where *m* = 16384 = 128 X 128), and call *K-*means on it.

After finding the top *K* = 16 colors to represent the image, assign each pixel position to its closest centroid.

The original image requires 24 bits for each one of the 128 X 128 pixel locations, resulting in total size of 128 X 128 X 24 = 393,216 bits.

The new representation requires some overhead storage in form of a dictionary of 16 colors, each of which require 24 bits, but the image itself then only requires 4 bits per pixel location. The final number of bits used is therefore 16 X 24 + 128 X 128 X 4 = 65,920 bits,

which corresponds to compressing the original image by about a factor of 6.

1.5 Tests on more images, and vary *K* to see effects on the compression

2 Principal Component Analysis

Goal: Use principal component analysis (PCA) to perform dimensionality reduction. First by experiment with an example 2D dataset, and then use it on a bigger dataset of 5000 face image dataset, to find a low-dimensional representation of face images.

2.1 Example Dataset

Starting with a 2D dataset which has one direction of large variation and one of smaller variation and use PCA to reduce the data from 2D to 1D.

2.2 Implementing PCA

PCA consists of two computational steps:

First, compute the covariance matrix of the data.

Then compute the eigenvectors U1; U2; . . . , Un; which will correspond to the principal components of variation in the data.

Before using PCA, normalize the data by subtracting the mean value of each feature from the dataset, and scaling each dimension so that they are in the same range.

After normalizing the data, run PCA to compute the principal components of the dataset.

Compute the covariance matrix of the data:
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Where *X* is the data matrix with examples in rows, and *m* is the number of examples.

After computing the covariance matrix, Octave’s[2] SVD can be run on it to compute

the principal components.

2.3 Dimensionality Reduction with PCA
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2.3.1 Projecting the data onto the principal components

For a dataset X, the principal components U, and the desired number of dimensions to reduce to K, project each example in X onto the top K components in U.

Top K components in U are given by the first K columns of U, that is U\_reduce = U ( : , 1 : K ).

2.3.2 Reconstructing an approximation of the data

After projecting the data onto the lower dimensional space, data can be approximately recovered by projecting them back onto the original high dimensional space, which is to project each example in Z back onto the original space and return the recovered approximation in X\_rec. The projection effectively only retains the information in the direction given by U1.

2.4 Face Image Dataset

|  |  |
| --- | --- |
| Run PCA on face images. The dataset[3] X is of face images, each 32 x 32 in grayscale. Each row of X corresponds to one face image (a row vector of length 1024).  2.4.1 PCA on Faces  To run PCA on the face dataset, normalize the dataset by subtracting the mean of each feature from the data matrix X, run PCA, results are the principal components of the dataset. Each principal component in U (each row) is a vector of length *n* (where for the face dataset, n = 1024). | D:\SJCE\MTechCE\II Semester\Main Seminar\Faces dataset.png  Figure 2: Faces dataset [3] |

2.4.2 Dimensionality Reduction

With computed principal components for the face dataset, it can be used to reduce the dimension of the face dataset. This allows using learning algorithm with a smaller input size (e.g., 100 dimensions) instead of the original 1024 dimensions, which can help speed up learning algorithm.

3 Applications

Reduction in the dataset size can help

(i) speed up learning algorithm significantly,

(ii) reduce memory needed to store data,

(iii) data visualization.

4 Parts to Implement

*K-*means

Find closest centroids (used in *K-*means)

Compute centroid means (used in *K-*means)

Initialization for *K-*means centroids

Principal Component Analysis

Perform principal component analysis

Projects a data set into a lower dimensional space

Recovers the original data from the projection
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